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1.   INTRODUCTION

SINGLE PHOTON EMISSION CT (SPECT),1–9 which can
measure functions of internal organs as an image, is an
important technology in present-day medicine. But there
are several difficulties involved in obtaining a quantitative
image in SPECT.10–14 The causes of image distortions in
SPECT can be divided roughly into the following four
groups. The first group relates to the interactions of
gamma rays with internal organs, and I have named this
group “physical factors.” The second relates to data acqui-
sition equipment or data acquisition protocols, which I
have named “measurement system factors.” The third
relates to the image reconstruction method, which I have
named “image reconstruction factors.” And the last one
relates to physiological factors, which I have named
“physiological factors.” The influence of the above fac-
tors on the quality of a reconstructed image is described
in section 2, and the correction methods for the major dis-
tortion factors (attenuation, scattering and collimator
aperture) are described in sections 3–5.

2.   IMAGE DISTORTIONS

2.1   Physical factors
In nuclear medicine physiological functions of various
organs are imaged with detected gamma rays being emit-
ted from radiopharmaceuticals accumulated in a targeted
organ. These gamma rays interact with various atoms that
constitute the human body. The interactions include inco-
herent scattering (Compton scattering), photoelectric ab-
sorption and coherent scattering, because the photo-peak
energies of radionuclides used in SPECT range from 71
keV (201Tl) to 300 keV (67Ga). These relatively low-
energy gamma rays commonly interact, in Compton
scattering, with atoms which constitute the bones or soft
tissues. Compton scattering is an elastic collision of a
gamma ray with an orbital electron of an atom. The
gamma ray gives a part of its energy to the orbital electron,
and the atom emits this orbital electron as a recoiled
electron. After this collision, the gamma ray (scattered
photon) changes its direction of travel according to the
rules of preservation of energy and momentum. In this
collision the energy of the scattered photon decreases,
because the scattered photon gives its own energy to the
orbital electron. Some of the scattered photons disappear
due to photoelectric absorption after Compton scatterings
in the body. And some of the scattered photons leave the
body. As a result, the number of photons passing through
collimator holes and measurable with a gamma camera
becomes very small. The photoelectric absorption is the
second probable interaction between gamma rays and
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atoms. In this interaction all the energy of a gamma ray is
deposited on the atom causing the interaction, and the
photon disappears. When the photoelectric absorption
occurs, the atom emits the orbital electron obtaining the
energy of the gamma ray as a photoelectron; then this
photoelectron loses its kinetic energy and becomes a free
electron nearby. The probability of photoelectric absorp-
tion in the human body is high when the energy of a photon
is less than about 50 keV. And the lower the energy of the
photon, the higher becomes the probability of the inter-
action. The third one is coherent scattering, in which the
energy of a gamma ray does not change, but the direction
of travel changes slightly. Because the atomic numbers of
atoms which constitute the human body are very low, this
probability is high only when the energy of the gamma ray
is very low. Thus coherent scattering can be ignored in
most examinations in nuclear medicine. The above two
interactions (Compton scattering and photoelectric ab-
sorption) therefore seriously affect the projection data in
SPECT. When Compton scattering occurs, the number of
photons that should be measured ideally decreases, and
there seems to be little source on the strip area passing
through a collimator hole. Moreover, the number of
detected photons decreases, because some of the gamma
rays disappear due to photoelectric absorption. The at-
tenuation of the gamma ray means these two phenomena,
and this attenuation causes low frequency distortion in a
reconstructed image. On the other hand, when Compton
scattering occurs and the energy of a scattered photon is
within the range of the energy window, the scattered
photon is measured as if it was a primary photon. The
scattering of gamma rays means this phenomenon, and
the number of detected photons is increased by these
scattered photons. In this case, the low frequency compo-
nents of a reconstructed image increase and the contrast in
this image decreases. In dual-radionuclide studies the
problem originating in scattered photon causes serious
distortion in a reconstructed image. Beside the above
physical factors, detected gamma-ray counts inherently
have statistical noise. This is the phenomenon in which
the number of photons measured in unit period changes
statistically. That is, the number of observable events
changes according to the Poisson distribution, and the
measured counts are distributed around the expected
value. When a large statistical noise exists in the projec-
tion data, checkerboard patterns appear on the recon-
structed images.

2.2   Measurement system factors
Because a single photon emitter is used in SPECT study,
a collimator is required to restrict the traveling direction
of gamma rays in data acquisition. This collimator causes
distortions in a reconstructed image. In general, gamma
rays passing through a collimator hole are not only the
photons which enter the hole parallel to its axis, but also
those which enter the hole at an acute angle to the hole

axis. This angle depends on the diameter and length of
the hole, and due to this angle the original location of a
measured photon cannot be restricted to a strip area
parallel to the hole axis of the collimator. This is contrary
to the assumption used in the Radon transform, that is, a
projection is an integration of given physical values in a
straight line. As a result, shift-variant blurring occurs, and
the influence of blurring depends on the distance between
source positions and the collimator surface. In the data
measurement process another image distortion some-
times occurs, depending on the way projection data are
measured. For example, the stationary (step-and-shoot
mode) and dynamic (continuous mode) data acquisition
methods change the spatial resolution of a reconstructed
image. As for the data acquisition area, there are 180- and
360-degree data acquisition methods15–20 in myocardial
SPECT. The 180-degree data acquisition generates low
frequency distortion and artifacts in the base of the myo-
cardium, even though the projection data have good
signal-to-noise ratios and the data acquisition time is
short. The image quality of the left ventricle is superior to
the images reconstructed with the 360-degree projection
data. On the other hand, as for the quality of reconstructed
images, the low frequency distortion is smaller than that
of the 180-degree data acquisition because of the averag-
ing effect of the projection data. But the 360-degree data
acquisition has a drawback in that the statistical noise in
the projection data becomes predominant in angles where
the heart is located far from the detector, and the data
acquisition time is longer than that of the 180-degree data
acquisition. The image distortion originating in data ac-
quisition also includes the non-uniform sensitivity of the
gamma camera and misalignment in the rotational center
of the detector.

2.3   Image reconstruction factors
Image distortion sometimes is generated due to the inap-
propriate use of the image reconstruction method. The
filtered backprojection method or an iterative image re-
construction method is commonly used in commercially
available data processing computers in nuclear medicine.
The former is one of the typical analytical methods, and
sometimes involves serious artifacts when the number of
projections is inadequate or when there is a high uptake
area within the image reconstruction slice. These artifacts
are caused by a large negative or positive value due to high
frequency components in filtered projection data. The
latter methods include the maximum likelihood-expecta-
tion maximization (ML-EM) method21–24 and the maxi-
mum a posterior-expectation maximization (MAP-EM)
method.25–28 These are based on the statistical estimation
theory. It takes a long time to obtain the last image with
these methods, because of their slow convergence. So if
one stops the calculation of image reconstruction at an
inappropriate iteration time, distortion remains due to low
frequency components in the reconstructed image. The
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ordered-subset expectation maximization (OS-EM)
method29 or the block iterative image reconstruction
method30,31 which decreases the calculation time re-
quired for image reconstruction sometimes increases the
statistical noise with an inappropriate subset level, i.e., the
number of projections in a subset. The subset level and
number of iterations have to be carefully selected.32,33

2.4   Physiological factors
Artifacts are generated when internal organs move during
the acquisition of projection data. We cannot control the
movement of the heart, so that a blurring occurs in the
myocardial SPECT study. The movement of an organ
with respiration may also generate serious artifacts on a
reconstructed image.34 This movement degrades not only
the spatial resolution but also the contrast resolution, and
makes it difficult to measure the physiological function of
an organ quantitatively. In addition to the above prob-
lems, the variation of the distribution of the radiopharma-
ceuticals during the data acquisition causes an artifact
when the speed of the metabolism of radiopharmaceuticals
is faster than the data acquisition time.

3.   ATTENUATION OF GAMMA RAYS

The attenuation of gamma rays is caused by photoelectric
absorption and coherent/incoherent scattering, and this
coefficient is called the linear attenuation coefficient µ (1/
cm). µ is a function of the energy of a gamma ray and
the material with which the gamma ray interacts. If the
material is water, the linear attenuation coefficient be-
comes 0.19 (1/cm) for 201Tl (71 keV) and 0.15 for 99mTc
(140 keV). And the attenuation of the gamma ray obeys
Beer’s law. That is, the probability of the gamma ray
which can transmit the water with x (cm) thickness be-
comes exp(−µx). For example, if we use 99mTc, the ratio
of the gamma rays passing through the water with 5 cm
thickness is 0.47. In the case of 201Tl, photon energies are
lower than those of 99mTc so that the ratio becomes 0.39.
The human body is always supposed to be a water equiv-
alent material, and so the influence is serious. Figure 1
shows the effect of attenuation on a reconstructed image.
In this simulation we suppose a disc filled with water
(99mTc solution) having uniform activity. In this figure
absorbed photons cause a bowl-shaped artifact on a recon-
structed image.

3.1   Attenuation correction methods
Attenuation correction is very important for reconstruct-
ing a quantitative SPECT image. Several attenuation
correction methods have been proposed in the last three
decades. In the 1970–1980s, simple methods which cor-
rect measured projection data or a reconstructed image
were proposed.35–42 And in 1980–2000, analytical meth-
ods based on the inversion of the attenuated Radon trans-
form43–48 and iterative methods were proposed.27,49–56

These attenuation correction methods are divided into
two groups according to the distribution of the attenuation
coefficient (µ-map); one assumes the distribution to be
uniform and the other assumes it to be non-uniform. The
former assumption makes it simple to compensate for the
attenuation effect, but in most cases the supposed µ-map
differs from the actual one, and serious artifacts occur in
a corrected image due to the missetting of the distribution.
For example, in a CBF SPECT study the attenuation
coefficient is sometimes assumed to be uniform. But the
thickness of the skull bone differs position-by-position,

Fig. 1   Attenuated projection data and a reconstructed image
(uniform activity: 1, radius of the cylinder: 8 cmφ). Projection
data are affected by attenuation of gamma rays, and the image
reconstructed with these distorted projection data generates a
bowl-shaped artifact. In the reconstructed images a quarter part
is cut in order to illustrate the profile of the image.

Fig. 2  µ-maps and corrected images. In this simulation attenu-
ation correction is performed with Chang’s method. The activity
is uniformly distributed in the disc phantom, and the measured
projection data are affected by the non-uniform attenuation
effect shown in the µ-map (top). If we assume the µ-map to be
uniform and correct the attenuation, the resultant image differs
from the original one (middle). But if we know the actual µ-map,
we can correct the effect of attenuation perfectly (bottom).
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and a supposed incorrect µ-map yields incorrect SPECT
values. Figure 2 shows the importance of the true µ-map
in attenuation correction. This figure shows that if we use
a wrong µ-map in attenuation correction, the corrected
SPECT image differs from the original one. Thus, an
accurate µ-map is indispensable in attenuation correction,
so that we describe here only the latter group which uses
a true µ-map in attenuation correction.

One of the most popular attenuation correction meth-
ods is Chang’s method.39 In this method we first make a
correction matrix C(x,y) calculated with a µ-map and
correct the distortion with this matrix at each iterative
compensation step. This correction matrix consists of the
correction factor at each pixel position, and this value is
the inverse of the average probability of photons which
originate in the pixel of interest, transmit the attenuator

Fig. 3   The correction matrix is calculated from the attenuated
projection data obtained with a phantom supposing unit activity.
The correction factor, which is an element of the correction
matrix, depends on the µ-map and the position of the element of
interest. We multiply the distorted image by the correction
matrix, and the compensation is performed in the iterative
manner.

Fig. 4   Flow of correction procedure in Chang’s method. Solid
lines show the non-iterative correction process and dotted lines
show the iterative correction process. In the iterative process an
error projection is calculated and an error image being multi-
plied by the correction matrix is added to the latest compensated
image.

Fig. 5   Comparison of attenuation correction methods. In this
simulation we use the MCAT phantom and set uniform activity
at the myocardium. This µ-map includes different attenuation
coefficients at bone, lungs and soft tissues. The image corrected
with the true µ-map has almost the same quality.
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and reach the detector (Fig. 3). The correction is done in
the iterative manner shown in Figure 4. In each correction
step we reconstruct an error image with error projections
that are the difference between measured projection data
and calculated projection data considering the attenuation
effect described by the µ-map, and then multiply the error
image by the correction matrix and add this to the latest
compensated image. This method is applicable to an
image distorted by both uniform and non-uniform attenu-
ators. So if we can obtain a true µ-map, we can correct the
distortion caused by attenuation for any object. This
method has, however, the drawback of statistical noise.57

When the count in projection data is inadequate, the
iteration process strongly enhances the statistical noise.
So we have to stop the correction process with only a few
iterations even though the attenuation correction is not
well accomplished.

The second popular method for attenuation correction
is based on the statistical framework.27,55,56 There are two
typical iterative methods for reconstructing an image, i.e.,
ML-EM and MAP-EM. Many researchers studied the
ML-EM and MAP-EM methods in the 1990s. In these
reconstruction methods we can easily introduce models of
physical phenomena such as attenuation and scattering of
gamma rays. The attenuation correction with ML-EM is
performed by introducing a new term representing the
attenuation effect in the reconstruction formula shown by
Eq. (1):

    λj
n+1 = λj

n   
1
          cij    

  Yi (1)

where J represents the number of pixels in a reconstructed
image, and λj

n is the expected value of pixel j at iteration
n. I is the number of detectors. Yi is the projection meas-
ured with the ith detector. cij is the conditional probability
of photons emitted by pixel j and detected at detector i. In
order to introduce an attenuation term we replace λk

n in
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Eq. (1) with λk
n multiplied by an exponential term in

consideration of the phenomenon of attenuation. If the µ-
map is already known, we can calculate   an integral value
of attenuation coefficients from a certain pixel to a detec-
tor position in a line perpendicular to the front surface of
the detector, and accomplish the attenuation correction
with the modified version of Eq. (1). Figure 5 shows
reconstructed images of the myocardium (MCAT phan-
tom)56 corrected with a true µ-map. In this simulation
projection data were calculated by a Monte Carlo simula-
tion with 1 M photons (99mTc). The number of projections
was 90, and the size of the image matrix was 64 × 64. In
Chang’s method the number of iterations was two with a
3 × 3 spatial smoothing. In the ML-EM method and the
MAP-EM method with a Gibbs prior, the number of
iterations was 30. This figure shows that there is no sig-
nificant difference among these correction methods if we
can obtain a true µ-map.

The third approach is the analytical attenuation correc-
tion to the non-uniform attenuator. Research on analytical
attenuation correction to a uniform attenuator was started
by Bellini43 in 1979 and completed by Metz and Pan48 in
1995. Figure 6 shows the images corrected by Tretiak’s
method (C), Inoue’s method (D), Bellini’s method (E) and
Metz’s method (F). The attenuation coefficient is uniform
inside the elliptical area (0.15 [1/cm]) and the projection
data include statistical noise (total 100 k counts). The
unified method48 shows a good result under the existence
of Poisson noise. Recently, Natterer58 and Kunyanski59

individually proposed an accurate, analytical attenuation
correction method for a non-uniform attenuator. This
work was completed by solving the Novikov inversion
formula.125 When attenuation is free, this Novikov inver-
sion equation corresponds to the expression of the Radon
inversion formula. In this correction process, normalized
projection data are made from measured projection data
and the divergent transform, which means the integral of
attenuation coefficients from a given point, is multiplied
by the above normalized projection data. Next, we differ-
entiate these data on the axis of position of the projection
data and backproject the data to a reconstructed im-
age. These normalized projection data are composed
of the Radon transform of the µ-map and the Hilbert
transform of the Radon transformed value. After their
excellent work, some modification methods were pro-
posed.60,61,126,127 Figure 7 shows the image corrected by
our program in which we implemented Kunyanski’s for-
mulation (C). The image (128 × 128) distorted by a non-
uniform attenuator is corrected perfectly. The number of
projections was 256 over 360 degrees. More work is
necessary to clinically evaluate the above method.

3.2   How to get the µµµµµ-map
In section 3.1 we show the necessity of a µ-map in
reconstructing a quantitative SPECT image. The methods
for obtaining the µ-map can be divided roughly into three

Fig. 7   Images corrected by the analytical attenuation correction
methods for the non-uniform µ-map. The distribution of activity
is uniform. (A) shows the non-uniform µ-map, (B) shows a
reconstructed image by attenuated projection data. The image is
distorted by the non-uniform attenuation. (C) shows a image
corrected by an implementation proposed by Kunyanski.

Fig. 6   Comparison of analytical attenuation correction meth-
ods. In this simulation we use the Shepp phantom (128 × 128)
and calculate 128 projection data considering a µ-map with the
uniform value (0.15 [1/cm]). (A) shows the image reconstructed
with the filtered backprojection (FBP) method. Projection data
have no attenuation or statistical noise. The profile is obtained at
x = 64 (center). From (B) to (F) the projection data have
statistical noise. (B) shows the image reconstructed with the
FBP method (projection data have no attenuation). (C), (D), (E)
and (F) are images corrected by Tretiak, Inoue, Bellini and
Metz’s methods, respectively.

groups.
The first group estimates the µ-map with the gamma ray

emission CT data with the help of some restriction for the
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distribution of attenuation coefficients.42,62,63 In this meth-
od we reconstruct the µ-map with the emission CT data
iteratively under some constraint for the distributions of
the attenuation coefficient. This is not always applicable
to clinical studies.

The second one obtains the µ-map by a segmentation
method.64–69 In order to obtain the shape of organs such as
lungs, bones, liver and myocardium, we use images
reconstructed with projections consisting of scattered
photons, images reconstructed by an MRI scanner or
transmission CT images reconstructed with projections
measured by an external gamma ray source. After the
shapes (regions) of the organs are fixed by a segmentation
method, predefined attenuation coefficients are set to
regions representing the organs. The attenuation coeffi-
cients in the µ-map do not always agree with actual
values, and the shape obtained by the segmentation method
may sometimes be inaccurate, precluding the frequent use
of this method in clinical studies.

The third one uses the µ-map directly measured by
gamma-ray transmission CT (TCT)57,70–81 or X-ray
CT.82–86 The advantages of using gamma ray TCT are as
follows: 1) the µ-map can be measured with gamma rays
having the single photo-peak energy, 2) the TCT and
emission CT (ECT) data can be acquired simultaneously
or sequentially by means of the same modality. Gamma
ray TCT is superior to X-ray CT, because the X-ray is
polychromatic and the attenuation coefficient depends on
the photon energy. The method with gamma ray TCT
enables us to avoid misregistration of organs in a slice,
which may occur in separate data acquisition of SPECT
and X-ray CT data. An external gamma ray source is
needed to use gamma ray TCT. At present, there are five
sources that are commercially available: 241Am (59 keV,
432.2 y), 153Gd (97, 103 keV, 241.6 d), 195Au (99, 130
keV, 183.0 d), 57Co (122,137 keV, 271.8 d) and 133Ba (356
keV, 10.52 y). Radionuclides having a long half-life can
reduce the running cost of examinations. In the acquisi-
tion of TCT and ECT data, we have to separate two kinds
of photons emitted from emission sources and transmis-
sion sources, and also eliminate scattered photons origi-
nating in both gamma ray sources from the measured
counts. The scattered photons increase the measured
events and result in decreasing the measured attenuation
coefficients. This influence is not negligible when we use
a parallel-hole collimator. Therefore, we have to devise
some mechanism that eliminates gamma rays scattered in
the body. Needless to say, we should convert the linear
attenuation coefficient for the photo-peak energy of the
external source to that of the emission source and correct
the attenuation of gamma rays. As for the µ-map it is
proven that statistical accuracy is not required so much in
attenuation correction, so that we can measure TCT data
in a relatively short time and use the reconstructed µ-map
after spatial smoothing. On the other hand, when we use
an X-ray CT image for the µ-map, an X-ray CT examina-

tion is needed as an additional study. Then we have to
convert the CT numbers to the gamma-ray linear attenu-
ation coefficients of interest by a table look-up method. In
any case, TCT is a troublesome task because an additional
study using gamma ray TCT or X-ray CT is also needed.
Nowadays, a compact all-in-one system that combines a
SPECT system and an X-ray CT system is commercially
available. In Japan, the handling of radionuclides as an
external source is legally burdensome and expensive,
ensuring that this system will become widely adopted
because of its low running cost and ease of handling to
obtain the µ-map.

4.   SCATTERING OF GAMMA RAYS

4.1   Influence of scattered photons
Most gamma rays (primary photons or scattered photons)
passing through collimator holes cause Compton scatter-
ing and/or photoelectric absorption in an NaI(Tl) scintil-
lator. Compton scattering is a phenomenon in which a
gamma ray collides with an orbital electron of an atom
elastically, with the initial energy of the gamma ray
divided between the electron and the scattered photon.
The energy of a scattered photon is therefore always lower
than its initial energy. On the other hand, when photoelec-
tric absorption occurs, the incident gamma ray disappears
and a photoelectron is generated. At this time, the atom
with the excited state remains, and returns to the stable
state by generating a fluorescent X-ray (wavelength: 410
nm) in the scintillator. In the case of Compton scattering,
after scattering a few times, a photoelectron is generated
by photoelectric absorption, and the same type of fluo-
rescent X-ray is generated. The fluorescence plays an
important role in the detection of gamma rays, but this
fluorescence occurs non-uniformly in the scintillation
crystal, so that the observed energy varies around the
photo-peak energy. That is, a constant amount of fluores-
cence is not always observed by an incident gamma ray.
When this fluorescence reaches the photocathode of a
photo-multiplier tube (PMT), a photoelectron is dis-
charged. This photoelectron is then accelerated by the
high voltage applied to the PMT and collides with dy-
nodes, with secondary electrons generated at these dy-

Fig. 8   Ideal energy spectrum and measured energy spectrum for
99mTc. The measured data are affected by the energy resolutions
of a scintillator and PMTs.
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nodes. As a result, a strong electric current is obtained in
this amplification system. Because the number of photo-
electrons that reach the photocathode varies locally and
the number of secondary electrons generated at each
dynode varies temporarily, statistical fluctuation occurs
in the observed current. Ideally the spectrum of gamma
rays should be monochrome (single energy), but the
measured spectrum is broadened by the energy conver-
sion of the above two steps (gamma ray to fluorescence
and fluorescence to electric current). The broadened en-
ergy spectrum looks like the normal distribution and the
energy resolution is reduced in the scintillation detector
(Fig. 8). On the other hand, the electric charge generated
by an incident gamma ray in the semiconductor detector
is measured directly without any conversion of energy, so
that the energy resolution becomes very high. In nuclear
medicine, due to cost and performance considerations, the

NaI(Tl) scintillation detector with poor energy resolution
is commonly used and thus many undesired scattered
photons are detected just like primary photons with the
conventional energy window with a width about twice the
FWHM of the energy resolution. With this energy win-
dow we cannot separate scattered photons which have
almost the same energy as the primary photons from the
true primary photons, so that 40–50% of measured pho-
tons are scattered photons in 201Tl imaging and 20–30% of
measured photons are scattered photons in 99mTc imag-
ing.87–90 For example, in myocardial SPECT with 201Tl
about a half of the measured counts are scattered photons
and these photons do not provide any information on the
location of the radionuclide from which the photons are
emitted. These undesirable photons decrease the contrast
resolution and spatial resolution in a reconstructed SPECT
image, making the elimination of such scattered photons
indispensable for quantitative SPECT imaging.

4.2   Scatter correction methods
Photons scattered in the human body are measured as if
they are primary photons with the energy window set to
the photo-peak. With these scattered photons the low
frequency components of a reconstructed image increase
and the contrast of this image decreases (Fig. 9). A feature
of these scattered photons in a measured planar image is
that the amount of the scattered photons varies pixel by
pixel and the scatter fraction varies greatly according to
the energy of a photon, the distribution of the scatterer,
and the collimator used. Proposed methods for eliminat-
ing the scattered photons91–107 are categorized by the
number of energy windows used for data acquisition (Fig.
10). In the deconvolution method (Deconv)91 a conven-
tional energy window is used, and the scattered photons
are removed from measured photons by a deconvolution
process. The kernel used for the deconvolution is approxi-
mated to an exponential function, and this kernel is
applied to the planar image or a reconstructed image. The
point spread function (kernel) is a function of position,
and this is influenced by the distribution of activity and
attenuation coefficients. This method may therefore cause
under- or over-correction. The asymmetric window method
(Asym)92 is very simple, but it also eliminates primary
photons at the same time. The methods that use two en-
ergy windows include the dual energy window subtrac-
tion method (DEWS)93,94 and dual photo-peak window
method (DPW).95,128 In DEWS two planar images are
acquired with the photo-peak energy window and the
scatter window, and half of the counts measured by means
of this scatter window are subtracted from the counts
measured by the photo-peak window pixel by pixel. This
method is simple and works well when the source is
distributed uniformly in an object. In this method the
photo-peak window measures the primary photon and the
scattered photons including mainly the first- and second-
order scattered photons. On the other hand, the scatter

Fig. 9   Image distortion caused by scattered photons inside the
object. In this simulation we assume a cold rod phantom with a
16 cmφ outer cylinder filled with 99mTc solution and a 3 cmφ
inner cylinder filled with water. The projection data are calcu-
lated by the Monte Carlo method. Top right shows the image
reconstructed with projections acquired by the conventional
20%-width energy window. Middle right shows the image
reconstructed with projections which consist of scattered pho-
tons, and the bottom right shows that with projections which
consist of primary photons.

Fig. 10   Energy windows used for data acquisition and scatter
correction.
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window measures the higher order Compton scattered
photons. The distribution of lower order scattered pho-
tons differs from that of the higher order scattered pho-
tons, so that the performance of this method is not always
adequate. The DPW method measures photons with two
energy windows dividing a photo-peak into two parts
symmetrically and estimates the counts of scattered pho-
tons by a regression method.95 This method is sensitive to
photo-peak energy, but the high voltage of PMTs some-
times varies slightly, mandating that this method be
carefully implemented in clinical situations. The triple
energy window (TEW) method96–98 uses three energy
windows (one   main window and two sub-windows) set
around the photo-peak (see Fig. 11) and estimates scat-
tered photons measured by the main window pixel by
pixel with the counts measured by two sub-windows. In
order to improve the correction accuracy, one may slightly
change the width and location of these sub-windows. The

removal of the scattered photons results in decreasing the
measured events, so that distortion due to statistical noise
may occur on an image. Hence it is desirable to apply an
appropriate low-pass filter to the scatter-eliminated meas-
ured data (planar images). Though the TEW method is
very simple, it is an efficient and stable method in clinical
situations. The method which is based on an artificial
neural network (Neuro)99 uses five energy windows set
around the photo-peak. With the training data generated
by a Monte Carlo simulation, the artificial neural network
estimates the amount of primary photons in measured
data. The performance of estimation in this method is
superior to that of the TEW method, because it accounts
for energy spectra roughly measured by five energy win-
dows. Moreover, this method withstands statistical noise
because the energy window is relatively wide and it esti-
mates the counts of primary photons in a manner just like
pattern recognition. On the other hand, there are some
methods that use more than five narrow energy windows.
The holospectral method (Holo)100 measures an energy
spectrum at each pixel position with narrow windows
with a width of 2 keV, and estimates the counts of primary
photons by means of the principal component analysis
method. The counts measured with the narrow energy
window are strongly influenced by statistical noise, so this
method is not effective except in the case of adequate
counts. The energy weighted acquisition (EWA) method101

compensates for scattered photons by adding the counts of
acquired photons multiplied by a weighing factor deter-
mined in advance. Actually this weighing factor varies
according to the activity distribution and µ-map, so that
this method may not yield quantitative results. The spec-
trum fitting (Fit) method102 estimates an energy spectrum
of primary photons with the idea that the energy spectrum
of the primary photons can be approximated by the
normal distribution. In this method the statistical noise
that is introduced in projection data measured with narrow
energy windows degrades the accuracy of estimation. The
inverse Monte Carlo (IMC) method103 calculates an origi-
nal source location from the energy of an observed photon
and its position with the help of the Monte Carlo simula-
tion. This method requires a heavy computational load
and is not applicable to clinical study. The other scatter
correction methods include the transmission dependent
scatter correction (TDSC) method104,105 and the iterative
correction method which eliminates scattered photons in
the image reconstruction with MAP-EM or OS-EM.106,107

The TDSC method iteratively estimates the distribution
of scattered photons with the help of the µ-map. This
method is well established but requires more information
on the µ-map. A statistical approach such as the ML-EM
method requires a model for distribution of scattered
photons and takes a long time to correct scattered photons
when a three dimensional kernel is used. And this model
should be well designed with the help of experiments and
simulations.

Fig. 12   Scatter correction with the TEW method for two types
of activity distributions: a cold rod phantom and hot rod phan-
tom. From left to right, images without scatter correction, those
corrected by the TEW method and those reconstructed with
projections which consist of primary photons, and profiles of
these images.

Fig. 11   Two types of energy window settings in the TEW
method. In the dual-isotope SPECT study or SPECT study by
means of a radioisotope having two or more photo-peaks in the
energy spectrum, we set three energy windows and estimate
scattered photons with a trapezoidal rule. If the targeted radio-
isotope has a single photo-peak, we neglect the right-hand sub-
window and set two energy windows to the photo-peak.
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With the above observations we can see that the accu-
rate estimation of scattered photons requires knowledge
of the accurate shape of the energy spectrum, but too
narrow an energy window introduces statistical noise into
acquired data. So a compromise is needed between spec-
tral accuracy and statistical noise. If we review these
methods from the standpoint of the scatter fraction which
varies pixel by pixel depending on the distribution of
source and attenuation coefficients, most of the methods
proposed in the 1980s did not consider variation in this
scatter fraction, so that a marked correction effect was not
obtained with these correction methods. On the other
hand, the methods proposed in the 1990s consider this
point so that sufficient scatter correction was established.
Among these methods the TEW method yields good
performance (Fig. 12). This method is applicable to SPECT
study with a radionuclide having more than two photo-
peaks or with two radionuclides with different photo-peak
energies.110 Moreover, we can increase the accuracy of
estimation of primary photons by means of only two
energy windows if the radionuclide has a single photo-
peak such as 99mTc (see Fig. 11). So this method or a
modified version of this method is implemented in most
of the commercially available SPECT systems due to its
performance accuracy, speed and ease of implementa-
tion.

As a related topic, there is a problem in the character-
istic X-rays generated by the photoelectric absorption
in the lead collimator.108,109 These characteristic X-ray
photons (72, 74, 84, and 87 keV (L-shell – K-shell)) are
observed in the conventional energy window for the meas-
urement of primary photons (201Tl) and become a subject
of discussion in 99mTc-201Tl or 123I-201Tl dual-radionu-
clide studies. The elimination of scattered photons in the
dual-isotope imaging with 99mTc-123I is also important
and a few methods have been proposed.110–113,129 The
removal of these scattered photons is also indispensable in
quantitative SPECT imaging.

5.  COLLIMATOR APERTURE

5.1   Role of a collimator
A collimator is indispensable to specify the flight direc-
tion of gamma rays from a single photon emission radio-
nuclide.114,115 The collimator has been used since H.O.
Anger developed the first gamma camera system in the
1950s. The size of a collimator hole relates to the sensitiv-
ity and spatial resolution of a gamma camera, so that the
collimator is very important in determining the quality of
scintigrams and SPECT images. The collimator com-
monly used in nuclear medicine is a parallel-hole type,
which is composed of numerous parallel-holes aligned
orthogonally to the collimator surface. The typical dimen-
sions of a collimator hole used for detecting low-energy
gamma rays are hole width 1–2 mm, hole height 30–40
mm and septum width 0.1–0.2 mm. The material of the

collimator is lead or tungsten which has high performance
in shielding against photons that enter a collimator from
an undesirable direction. The shape of the hole depends on
the manufacturing method, and there are hexagonal, round
and square holes. The thickness of the septum between
holes is designed to control the number of photons pen-
etrating through the septum. This penetration ratio is
defined by exp(−µw), where µ is the linear attenuation
coefficient and w is the total path-length of a gamma ray
in the septum. µ is inherent in each material and is a
function of energy. The ratio exp(−µw) is usually designed
at 0.02–0.05. The reasons why lead is commonly used as
the material for a collimator are as follows: high shielding
efficiency (large atomic number), low cost and ease of
manufacturing. The spatial resolution and the sensitivity
of a gamma camera are closely related to the size and the
number of holes in the collimator. The smaller the hole,
the higher is the spatial resolution. The spatial resolution
of a planar image is decided not only by the specifications
of the collimator but also relates to the positional detec-
tion mechanism of the scintillator and PMTs. This resolu-
tion is called intrinsic resolution and this is a particular
value depending on the detection systems including the
scintillator and PMTs. On the other hand, the spatial
resolution of a parallel-hole collimator is a function of the
distance between the source and the collimator surface.
When this distance is great, the spatial resolution becomes
worse. The spatial resolution of the system is about 10–15
mm in FWHM at a distance of 15 cm from the collimator
surface.

The sensitivity of a gamma camera is not only affected
by the design of the collimator but also the scintillator.
The sensitivity of the scintillator depends on its thickness,
i.e., if this thickness is long, many photons may interact
with atoms composing the scintillator by the photoelectric
absorption. This sensitivity is generally very high. On the
other hand, the sensitivity of a collimator, which means
how many photons pass through the collimator, is very
low. For example, the sensitivity of a low-energy parallel-
hole collimator is about 100 cps (count/sec) for a point
source (99mTc) with 1 MBq in the air 10 cm from the sur-
face of the collimator. The width of the energy window is
20%. This means that only 100/1000000 = 0.01% will be
observed by a gamma camera and about 99.99% will be
discarded. This is a serious problem and in order to
improve efficiency, electrical collimation systems have
been studied by some researchers. The most popular
candidate is a Compton camera with which photons are
detected by two detectors without any mechanical colli-
mators. This method is now being thoroughly investi-
gated as a next generation gamma camera.

The basic structure of the collimator is a hole with a
finite length and aperture size. Thus, the photons which
pass through an individual hole are not only photons
entering a hole parallel to the hole axis but also photons
entering the hole at a small angle to the hole axis. As a
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result, each hole accepts all of the photons in a cone at a
small vertex angle. This is the reason why the spatial
resolution of a collimator is a function of the distance
between a source and the collimator surface. This intro-
duces a burring in a SPECT image. The point-spread
function of the collimator has a shift-variant property and
it is very difficult to eliminate this burring.

5.2   Influence of the collimator aperture
The detected gamma rays are generally supposed to be
emitted from a source located in a strip area (rectangular
area with a certain constant width). To measure such ideal

projection data the length of a hole should be infinite and
the aperture should be of infinitely small size. But in actual
conditions, a hole has a finite length (e.g. 3–4 cm), and
the size of its aperture is likewise finite (e.g. 1–2 mm in
diameter). Thus the photons located in a cone area may be
detected with the detector. As a result, the shape of the
point-spread function varies according to the distance
between the source and the collimator surface. That is, if
this distance is short, the shape of the PSF is close to the
ideal one (rectangular function), while if it is long, the
shape approaches that of the normal distribution. On the
other hand, the sensitivity of the collimator does not
depend on the distance between the source and the colli-
mator; i.e., the constant. The amplitude of the PSF there-
fore becomes low when the distance increases. If we
reconstruct a SPECT image with the projection data being
affected by the aperture effect, burring occurs in the
reconstructed image, because data acquired in a conic
area are backprojected into a strip area on an image plane.
Moreover, since the PSF is a function of the distance
between the source position and the surface of the colli-
mator, the burring function on a reconstructed image
varies with the radius, and the burring function becomes
concentric circles. The burring at the center is isotropic
whereas that in areas far from the center of an image plane
is not isotropic. The influence of this burring results in
distortion in a reconstructed image. Figure 13 illustrates
the projection data for 0, 90 and 180 degrees that are
obtained from the phantom in which a source is located to
the left of the center. If there is no aperture effect on the
projection data, this sinogram should be a sine curve with
a constant width. In fact, the projection data are influenced
by the aperture effect, so that the sinogram varies in its
width and density depending on the projection angle.

5.3   Correction methods for the collimator aperture
As for correction of the distortion caused by a collimator
aperture, a filtering operation was used in the 1980s.116

This method was a kind of shift-invariant processing. But
the shift variant operation used in the Fourier domain was
proposed in the late 1980s,117,118 and these correction
methods have been studied. Xia et al. proposed the most

Fig. 13   A point source and an obtained sinogram. Projection
data differ from each other depending on the geometry of the
point source and location of the collimator. The sinogram also
varies with the measured angle.

Fig. 15   Correction of the collimator aperture effect with the
FDR concept. From left to right, (A) an original image (Shepp
phantom), (B) an image distorted by the collimator aperture and
(C) one corrected with the FDR concept. The aperture angle is
2 degrees.

Fig. 14   An ideal sinogram and a sinogram affected by the
collimator aperture (left top). The Fourier transforms of these
two sinograms are shown below them. The power spectrum of
the ideal projection data shows a bow tie shape. On the other
hand, the collimator aperture decreases the high frequency
component of the sinogram. The correction of the collimator
aperture effect is performed by applying a kind of high emphasis
filter in the Fourier domain. The right image shows the corrected
power spectrum.
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popular method, which is based on the concept of “fre-
quency distance relation” (FDR).119 Figure 14 shows a
sinogram of a point source up to 360 degrees. The left one
shows the ideal projection data without the aperture
effect, and the right one the data reflecting the aperture
effect. When the influence of the aperture occurs, a large
burring is caused in the direction of the angle where the
distance of the source and the detector is large. At the
same time the density value decreases in that view angle.
The power spectra after Fourier transform in the horizon-
tal axis (position of the detector) and in the vertical axis
(view angle) are shown under these sinograms. Both
power spectra look like bow ties. In the ideal case the bow
tie has a left-right symmetry, but in the case influenced by
the aperture the bow tie is asymmetrical. The bright part
corresponding to the large value shrinks near the diago-
nal. This means that the high frequency component in this
direction has small values. This part corresponds to the
angular region where the large burring is generated on the
sinogram space. Therefore, to expand the shape of the
bow tie in the directions of small values means to recover
the high frequency component in these directions and
make it close to the ideal projection data. To accomplish
this we operate a kind of high emphasis filter in the Fourier
domain. After the filtering we take an inverse Fourier
transform into the filtered data and obtain projection data
which are corrected by the aperture effect. The correction
method in the Fourier space basically increases the high
frequency components. Therefore, one should take note
of noise which is inevitably introduced. Figure 15 shows
the image corrected by means of the FDR concept. Other
approaches with a statistical reconstruction method such
as ML-EM or OS-EM120–122 and iterative correction meth-
ods123,124 have also been proposed and the corrected
images have good accuracy. In the case of these iterative
approaches, an appropriate model and long calculation
time, especially with three-dimensional correction, are
required.

6.   SUMMARY

This paper reviewed some of the problems associated
with quantitative SPECT imaging and a number of correc-
tion methods developed by many researchers. The distor-
tions in the SPECT image relate to several factors men-
tioned above, mandating that physicians and technologists
who acquire projection data and reconstruct images be
well aware of them. Correct understanding and manage-
ment help to ensure the usefulness of SPECT as a tool for
measuring various organ functions in the clinical setting.
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