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INTRODUCTION

ATTENUATION µ MAP is essential to quantify cerebral
functions using Single Photon Emission Computed To-
mography (SPECT).1–6 It is possible to obtain a µ map by
anatomical image-based measurements from magnetic
resonance imaging (MRI) and computed tomography
(CT),7–10 or by transmission scans.2,11,12 Anatomical im-
age-based measurements require additional measurements
with limited clinical applicability and that can also pro-
duce systematic errors due to movement of the subject

between scans. Simultaneous transmission scan may pro-
duce an ideal µ map with minimal additional scan. But
sophisticated hardware is required. Additional radiation
exposure to patients is another disadvantage of this method.

The Compton scatter window (CSW) technique has
been proposed to estimate the edges of objects.13,14 The
CSW technique does not require anatomical images (from
CT and MRI) or transmission scans to produce the atten-
uation map. In this technique, a lower energy window
image is acquired simultaneously with an image of the
main photo-peak energy window, and the lower energy
image is employed to estimate the edge of the scanned
object to produce a constant attenuation map. This tech-
nique does not require an additional scan and is feasible
for most clinical SPECT systems.

In general, Compton scattered photons are broadly
distributed, and the outline of objects can be depicted
using edge detection techniques on the CSW image.13,14

However, the spatial and energy distributions of Compton
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scattered photons depend on the energy and spatial distri-
butions of radioisotopes in the object, which must be
considered to obtain the best results by using the CSW
technique. In the study of Ben Younes et al.13 an energy
window from 92 to 125 keV was used for the uniform
distribution of 99mTc radioisotope. Pan et al.14 suggested
to use 99–120 keV of Compton energy window among
five energy windows (120–130, 109–130, 99–130, 99–
120 and 99–109 keV) to estimate the edge of the chest
region with CSW technique.

Our study aimed to investigate the dependency of the
energy window in CSW technique to obtain edges of
objects for two types of radioisotope distribution, namely
uniform and non-uniform (hotspot), which mimic perfu-
sion study3,4,15 and dopamine study8,16,17 for brain SPECT,
respectively. Simulations and experiments were carried
out using the uniform and non-uniform distributions. The
MCNP4C code18 was used for Monte-Carlo simulations
and the simulated data were validated against experimen-
tal results.

METHODS

The experimental and simulated cross-sectional views of
the geometry of the uniform and hotspot phantoms are
shown in Figure 1.

A.   Simulation
The MCNP (version C) is an efficient Monte Carlo code
for photon transport calculations.18 With the generalized
input card of MCNP the user can specify a variety of
source and detector conditions by creating a proper ge-
ometry. The source, spectrum of the radiation source,
configuration and composition of the medium for radia-
tion transportation, and collimator geometry can be de-
fined in the input card.18 Acquisition of gamma camera

system for uniform and hotspot phantoms with a 99mTc
source were simulated by MCNP code. In the gamma
camera detection system, an energy dependent Gaussian-
shaped energy resolution (11% at 140 keV) were assumed
for the detector. Corrections of energy dependent detec-
tion efficiency was introduced for the NaI(Tl) crystal of
thickness 9.5 mm. The data of energy resolution and
detection efficiency were obtained from the previous
study.19 For simplicity, a cylindrical lead collimator of 25
mm diameter and 40 mm length was modeled instead of
a hexagonal collimator. Thickness of the collimator wall
was 1 mm,19 and the NaI(Tl) crystal was placed behind the
collimator in such a way that only photons incident on the
detector with an acceptance angle of ± 2.1° with respect to
the normal passing through the center of the detector
elements could be detected.19 The collimator positions
and phantom geometry are shown in Figure 1.

The uniform phantom was cylindrical with a 16 cm
inner diameter, and the wall thickness and height of the
phantom were 5 mm and 20 cm, respectively. For the
hotspot phantom, two cylinders, 3 cm diameter and 5 cm
long, filled with 99mTc solution were placed inside the
water-filled uniform phantom so that the centers of the
hotspots were on the phantom’s central line 8 cm apart.
Two environments were considered for hotspot phan-
toms. In one case, the water-filled phantom was free of
background radioactivity and in the other case 3%, 5%,
8% and 10% activity of the hotspots was mixed with
water, and filled the cylindrical phantom. Radioactivity
concentration for the uniform and hotspot phantom was
0.06 µCi-sec/ml and 3.8 µCi-sec/ml, respectively. The
total (primary and scatter) photon flux of various energies
from the phantom were detected and stored in the energy
bin. Further simulations of hotspot phantom were carried
out to see the dependency of energy window on count
statistics by generating the radioactivity of 0.38 µCi-sec/

Fig. 1   Cross-sectional views for the geometry of uniform and non-uniform (hotspot) phantom with
collimator in simulation and experimental. The inner diameter of the uniform phantom was 16 cm and
height was 20 cm with a wall thickness of 5 mm. The phantom was filled with water and 99mTc solution.
In hotspot phantom two hotspots filled with 99mTc solution were placed in the water filled uniform
phantom in such a way that the center of each was 8 cm apart from each other, dimension of hotspot was
5 cm long and 3 cm diameter.
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ml and 38 µCi-sec/ml, in addition to 3.8 µCi-sec/ml. The
data were arranged in the form of two-dimensional matri-
ces, M(l,e), where l is the location of the detector and e is
the photon energy (50 keV < e < 160 keV) from the 99mTc
source. The M(l,e) represented the spatial and energy
distributions of the photons. Twenty sets of M(l,e) were
generated from the data set of each simulation and with
their corresponding standard deviation (from MCNP cal-
culation), and these generations of data sets were used to
evaluate the standard deviation of the investigated energy
window.

B.   Phantom experiment
Experiments with water-filled uniform and hotspot phan-
toms were performed with 99mTc radioactive sources to
validate the simulations. Radioactivity concentration in
the uniform phantom was 0.47 µCi/ml and for hotspot
phantom the concentration was 15 µCi/ml. Experimental
acquisitions were made with a single-head SPECT system
(Toshiba, GCA-7100A, Japan). A parallel hole collima-
tor, NDCL-701A, LEHR (Low Energy High Resolution)
was used in the experiment. The distance between the
center of the phantom and surface of the collimator was
approximately 20 cm. With the Toshiba SPECT system it

Fig. 2   Simulated and experimental energy spectra for uniform and hotspot phantom. Thick solid line,
thin solid line and dashed line corresponds simulated total, primary and scatter components, respec-
tively, dot-dashed line is the experimental total spectra.

Fig. 3   Distribution of photons with energy for uniform (A) and non-uniform (hotspot) (B) phantom.
Tops are experimental and bottoms are simulated photon distributions for uniform and hotspot phantom.
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is possible to acquire images simultaneously for all ener-
gies of the emitted photons. Planar images for both the
uniform and hotspot phantoms were acquired for energies
from 50–160 keV with an interval of 1.6 keV. The acqui-
sition time was 20 minutes. The matrix size of the image
was 128 × 128, and pixel size was 4.3 mm.

C.   Data analysis
The edge of the object was determined from both the
simulated and experimental data. One-dimensional pro-
files, P(l,Eu,Ew) with a given energy window from Eu − Ew

to Eu were computed from M(l,e) by varying two param-
eters of the upper energy thresholds, Eu (81–126 keV) and
energy window width Ew (1–46 keV), as follows:

P(l,Eu,Ew) = M(l,e) Eq. 1
e = Eu − Ew

Since 126 keV is the lower limit of the energy window of
20% photo-peak of 140 keV, to investigate the Ewt’s in
CSW technique energy above 126 keV was not consid-
ered. A threshold technique was used to estimate the
edges of the object. Threshold technique has been inves-
tigated to detect the edges of objects considering a thresh-
old of maximum pixel counts within a volume.20 In this
study we applied the threshold technique in a different
form. The one-dimensional ratio profile Rp(l, Eu, Ew) was
calculated as

RP(l,Eu,Ew) = P(l,Eu,Ew) / P(l,Eu,Ew) Eq. 2

where P(l,Eu,Ew) is the mean profile along location, l. To
obtain estimated edges (left or right), 20%, 30%, 40% and
50% thresholds on Rp(l,Eu,Ew) were applied in such a way
that the locations (left and right sides) of the threshold
value along l were searched for. The agreements, A(Eu,Ew),
at a given energy window between the estimated and true
edges were evaluated using the following equation:

A(Eu,Ew) =
     (el − tl) 2 + (er − tr) 2

Eq. 3
2

where el, er and tl, tr are the estimated and true edges of left
and right sides of the object, respectively. The lowest
value of A was determined within the energy range from
Eu − Ew to Eu. The energy window with the least difference
between the estimated and true edge of objects (Ewt) gave
the lowest value of A.

RESULTS

The simulated energy spectra (        M(l,e)) for total,
scattered and primary contributions for both uniform and
hotspots phantoms are shown in Figure 2 and compared
with experimental spectrum. Using a 99mTc isotope, ex-
periments with uniform and hotspot phantoms were per-
formed to acquire planer images from 50–160 keV with
an interval of 1.6 keV. Those images gave information on
the spatial and energy distribution of photons. The planer
images were used to obtain the energy spectrum (Fig. 2)
as well as the profile counts for measurement of edges in

Table 1   Simulated and experimental Ewt (the energy window for minimum A i.e. minimum difference
between the estimated and true edge of objects) in various thresholds for uniform phantom and their
A(Eu,Ew) values from Eq. 3

Threshold
Simulation Experiment

(%)
Activity 0.06 µCi/ml Activity  0.47 µCi/ml

Ewt (keV) *A(Eu,Ew) (mm) Ewt  (keV) *A(Eu,Ew) (mm)

20 124–125 2.86 ± 0.28 124–125 0.09
30 112–124 1.60 ± 0.04 111–125 0.10
40 100–121 0.17 ± 0.02 101–119 0.10
50 107–111 1.38 ± 0.12 106–111 1.60

* A(Eu,Ew) is the lowest difference between estimated and true edge

Table 2   Simulated and experimental Ewt (the energy window for minimum A i.e. minimum difference between the
estimated and true edge of objects) in various thresholds for hotspots phantom and their A(Eu,Ew) values from Eq. 3

Simulation Experiment

Threshold Activity 0.38 µCi/ml Activity 3.8 µCi/ml Activity 38 µCi/ml Activity 15 µCi/ml

(%)
Ewt (keV)

*A(Eu,Ew)
Ewt (keV)

*A(Eu,Ew)
Ewt (keV)

*A(Eu,Ew)
Ewt (keV)

*A(Eu,Ew)
(mm) (mm) (mm) (mm)

20 124–125 2.96 ± 1.32 124–125 0.20 ± 0.02 124–125 0.19 ± 0.01 113–125 0.06
30   89–109 1.72 ± 1.12   90–112 0.19 ± 0.01   91–112 0.04 ± 0.01   92–114 0.07
40 103–105 1.84 ± 0.76 109–110 0.21 ± 0.02 111–112 0.49 ± 0.20 107–108 0.65
50 109–110 1.92 ± 0.72 109–112 2.84 ± 0.04 111–112 3.04 ± 0.15 105–106 2.50

* A(Eu,Ew) is the lowest differences between estimated and true edge

Σ
Eu

l = 12.8

l = −12.8
Σ
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various energy windows. The simulated total spectra
were comparable with the experimental spectrum except
at the lower energy region. In simulations, the contribu-
tions of KX-rays from a lead collimator at the lower
energy region were not considered. Two-dimensional
plots of energy and spatial distributions of total photons
for both the uniform and hotspot phantoms are shown in
Figure 3. The distribution of photons in the simulations
and experiments were very similar, except near an energy
of 80 keV with KX-rays. Variations in the distribution of
photons can be found with photon energy for both of the
phantoms.

One-dimensional profiles, as described above (in Meth-
ods, section C), were calculated to find the edges of the
phantoms. By searching for the lowest value of A from 20
set of M(l,e) the Ewt’s for various thresholds were esti-
mated. The mean values of A with their standard deviation
were computed and the corresponding Ewt’s for uniform
and hotspot phantoms are shown in Tables 1 and 2. An
example of two-dimensional plots of 1/A (with 3.8 µCi/
ml) for hotspot phantom using various thresholds is
shown in Figure 4. The absolute values of 1/A  in Figure
4 appear at the right side with a color scale. In the figures
it was clearly seen that the A varied with the energy
window and thresholds. The lowest value of A can provide
the best edges of the phantoms and depends on radioiso-
tope distribution in the object, as shown in Figure 4.

The simulated lowest value of A in Table 1 for the
uniform phantom for various thresholds (20%, 30%, 40%
and 50%) was different from the experimental values. But
the Ewt’s appearing at all thresholds were very similar to
the experimental results, those values being 124–125 keV
for the 20% thresholds, 111–125 keV for 30% thresholds,

100–121 keV for 40% thresholds and 106–111 keV for
50% thresholds. For the uniform distribution of photons
the Ewt obtained from the 40% thresholds might be useful
due to its wider energy width as well as lower standard
deviation and consistency of results with experiment and
simulation.

For hotspot phantoms, the simulated Ewt’s for all thresh-
olds in Table 2 and Figure 4 are comparable to the
experimental values except for some minor differences.
The simulated and experimental Ewt’s for various radioac-
tivities are also shown in Table 2. At the same threshold,
the lowest value of A for simulations with different
radioactivities were different. With increasing radiac-
tivities the differences between the estimated edge and
actual edges estimated from Eq. 3 decreases i.e. the lowest
value of A decreased. In Table 2, all the simulated Ewt’s
with a 20% threshold were similar among three different
radioactivity concentrations but different from the ex-
perimental Ewt. For the 30% threshold the Ewt’s of differ-
ent radioactivity concentrations in simulations were com-
parable with the experimental results, although the absolute
values of A were different in all cases. For 30% threshold,
in simulation the appeared energy window was 90–112
keV but in the experiment that value was 92–114 keV.
Although at 30% threshold a relatively high value of 1/A
appeared at various energy settings as shown in Figure 4,
only the energy windows having the lowest value of A are
shown in Table 2. The Ewt for 40% and 50% thresholds
were very narrow in all cases. The 30% threshold might be
useful to detect the edge of the hotspot objects because
simulated Ewt’s with 30% thresholds using various radio-
activity concentrations are mutually consistent and con-
sistent with experiment results also. Furthermore, the

Fig. 4    Two dimensional plots of 1/A (Eq. 3) for the hotspots phantom for various thresholds (from left
20%, 30%, 40% and 50%) using radioactivity of 3.8 µCi/ml.
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standard deviation of A for 30% threshold was lower than
that of the other thresholds.

To simulate a real environment, 3%, 5%, 8% and 10%
activities with respect to the activity of hotspot phantom
(3.8 µCi-sec/ml) were considered as background. For all
backgrounds, the lowest absolute value of A was different
but the Ewt’s were the same as the Ewt without background
(Fig. 4).

DISCUSSION

Dependency of the estimated edge of objects using CSW
technique was investigated in the Compton energy region
for the radioactivity distributions of 99mTc nuclide. Usu-
ally in the CSW technique a 20% photo-peak window
(126–154 keV for 140 keV from 99mTc nuclide) and
another window in the Compton energy region are used.
Thus this study was designed to determine the depen-
dency of edge of objects on all possible energy windows
below the 20% photo-peak energy window (80–126 keV).

In our study we demonstrated the energy dependency
of the edge of objects for CSW technique with Monte
Carlo simulations and experiments. Since Toshiba’s
SPECT system can provide the pixel-wise energy spectra,
the Monte Carlo simulation results were compared with
the experimental results. Monte Carlo simulation is a
powerful tool to simulate any SPECT system. Monte
Carlo simulations to investigate the dependency of the
edge of objects with CSW technique will be helpful for
those SPECT systems which can not provide the pixel-
wise energy spectra.

Hotspot phantom was simulated for 0.38 mCi/ml, 3.8
mCi/ml and 38 mCi/ml, to see the effect of radioactivities
on Ewt. As shown in Table 2, the absolute value of A
depends on the amount of radioactivities but the Ewt

windows are almost independent of radioactivities. Higher
radioactivities can provide the data with less statistical
noise, whereas low radioactivity produces noisy data as a
result the absolute values of A estimated from the higher
radioactivities providing minimum A with respect to the
data of low radioactivity. In the previous study,14 the
proposed best energy window was 99–120 keV in order to
get the best contour of the lung as well as body to produce
attenuation map. Our study on uniform distribution shows
a similar best energy window, which was 100–120 keV,
but for the hotspot distribution the Ewt was 92–112 keV.

To evaluate the value of A, the energy range of 80–126
keV was considered (Fig. 3). Energy below 80 keV was
not considered to avoid background photons from various
sources, such as scatter photons from the bed, walls, etc.
In the simulations the PM tubes and other necessary
circuits were not modeled, and their effects may also have
created some differences between the experimental and
simulated results. Contributions of KX-rays from lead
collimators, backscatter photons from the PM tube and
scatter photons from the bed were not considered in the

simulated data. In Figure 4 the experimental 30% A map
was slightly different from the simulated A map. This is
due to the KX-rays from the collimator in the experi-
ments. The simulated results were free from the KX-rays.
SPECT performance usually depends on several param-
eters, including geometric efficiency, intrinsic efficiency,
and geometry of the collimator hole, especially the shape,
length and diameter of the collimator. A mismatch of any
of the parameters in the simulation may affect the simu-
lated result and eventually produce some discrepancies
between the experimental and simulated spectra, as well
as in the spatial distribution of radioisotopes, as shown in
Figures 2 and 3. Nonetheless, good agreements between
the simulated and experimental results were observed.

We used A as an evaluation function of the mismatch
between the true edges and estimated edges of objects for
CSW technique. In order to examine the relationship
between A values and error in emission images, attenua-
tion maps with different A values (2, 4.3, 8,6, 12.9 and
17.2 mm) were generated for the uniform phantom with a
diameter of 17 cm. Emission images were reconstructed
with all of the attenuation maps using an ordered subset
expectation maximization (OSEM) reconstruction algo-
rithm and 1%, 2.5%, 7.5%, 10.5% and 13.6% errors were
observed in the reconstructed images for A values of 2,
4.3, 8,6, 12.9 and 17.2 mm, respectively. The attenuation
map from Ewt will be able to provide emission images with
less than 2% error.

The threshold technique has been used to detect the
edges of uniform objects.20,21 In the reported studies a
threshold (%) of the maximum count in the profile was
considered to fix a threshold. However, if the profile
counts are statistically very noisy, a marked variation
may occur in the maximum count. Therefore, in this
study, we employed mean profile counts (Eq. 2) as the
index of thresholds, which are less sensitive to noise.
Usually the threshold technique is an arbitrary technique
and several threshold techniques can be found in the liter-
ature.13,14,20,21 Therefore, the value of threshold may be
different in different threshold techniques to investigate
the Ewt in CSW techniques. We have investigated the
various thresholds to find the best contour of the edge of
objects, and the absolute values of A with their corre-
sponding standard deviation for various thresholds are
shown in Tables 1 and 2. Among the thresholds, 40%
threshold was found to be good with a wider energy
window and low value of standard deviation for uniform
distribution, and consequently for hotspot distribution the
30% threshold gave wider energy window with less
standard deviation. Note that although we have shown the
energy window setting with the lowest A for various
thresholds in Tables 1 and 2, this paper does not intend to
propose the energy setting for clinical use of CSW tech-
nique. We emphasize rather the strong dependency of
spatial and energy distribution of radioisotope on the
energy setting with CSW technique. Thus, special care
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must be taken to determine the energy window especially
for the case of clinical study of non-uniform distribution.

Using 99mTc, variation in the distribution of radioiso-
topes with energy for edge detection was demonstrated in
this study for two specific cases of phantoms. This distri-
bution may vary with other type of radioisotopes and
source geometry. Further investigations are needed to
determine the distribution of isotopes and actual settings
Ewt in clinical studies with different radioisotopes.

CONCLUSIONS

This study demonstrated that variations of spatial and
energy distributions of emitted photons affect the outline
of an object. The edge of the object varies with the width
of the energy window in Compton scatter energy window
(CSW) technique. Use of CSW technique for detecting
the best edge of an object requires the setting of a proper
energy window. This study demonstrated that for uniform
distribution an energy window in between 100–120 keV
with a 40% threshold is good enough to obtain the edge of
the object and for hotspot Ewt is 92–115 keV with a 30%
threshold. Depending on the threshold techniques, the
value of threshold and Ewt may be changed. Therefore, for
each technique a prior investigation needs to confirm the
Ewt for clinical use. Especially in cases in which radioiso-
tope distribution is similar to the hotspot phantom (i.e.
oncology and dopamine studies), careful setting of the
energy window is required.
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